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CONTRIBUTION
• We proposed and developed the neural model

selector and parameter estimator to automate
two major tasks in the Statistical Analysis(SA)
process, which are model selection and param-
eter estimation.
• Simulation study shows that the neural selector

and estimator can be properly trained with sys-
tematically simulated labeled data, and further
demonstrate excellent prediction performance.
• The idea and proposed framework can be fur-

ther extended to automate the entire SA process
and have the potential to revolutionize how SA
is performed in big data analytics.

METHOD
• Suppose M = {Mk : 1 ≤ k ≤ K} is a collec-

tion of K prespecified models/distributions. Let
f(y|θk,Mk) be the density function of modelMk,
where θk is the scalar parameter.

• A random sample of size N is from one of the
models, but we do not know the data-generating
model and its parameter. The goal of statistical
analysis is to identify the model and further esti-
mate the model parameter.

• The procedures for model selection and parame-
ter estimation can be considered mappings from
the sample to a model and a value of the model
parameter

G : {yj} →
(
G1({yj})
G2({yj})

)
∈M×Θ

whereG1 is the model selection mapping andG2

is the parameter estimation mapping.
• We propose to use CNNs to approximateG1 and
G2.

• K = 50 probability distributions are taken from
the textbook Casella and Berger (2002) and some
R packages.

• Training data were systematically generated by
placing an equally space grid over the prespec-
ified parameter space, and then generating the
multiple samples of size N = 100, 400 and 900.

• In total, we have generated roughly 400 thou-
sand training samples, 100 thousand validation
samples, and 50 thousand test samples for each
sample size.

• The Huber loss is employed in training of neu-
ral estimator to improve the robustness against
outliers generated from models with long tails.

SA ARCHITECTURES
Interplay architectures of the neural model selec-
tor and parameter estimator

The first SA architecture uses two separate CNNs
for the model selector and the parameter estimator,
respectively, which we refer to as the Non-Shared
Architecture (NSA).

The second SA architecture uses one single CNN
for both G1 and G2, and they part their ways only
at the output layer. We refer to this architecture as
the Fully Shared Architecture (FSA).

The third architecture uses two partially joint
CNNs for G1 and G2, respectively. The two CNNs
can share from one to all common convolutional
and fully connected layers. We refer to this archi-
tecture as the Partially Shared Architecture (PSA).

The confusion matrix based on large CNN and
PSA-5 neural model selector on test dataset with
K = 20 distributions.

RESULTS
Impact of SA architectures on learning rate

Medium PSA-2 neural parameter estimator and model selector outperformed medium NSA architecture
in terms of the learning rate and prediction accuracy.

How many layers should be shared?

We consider the scenario with 50 models, 100 sample size, and the large CNN architecture, and vary the
SA architectures from NSA to FSA. The left panel presents the boxplots of the Huber loss of the parameter
estimator, whereas the right panel presents the boxplots of accuracy of the model selector under various
SA architectures.

We apply the three conventional model selection methods, the KS distance, BIC, and Bayes factor to the
test datasets under the scenario with 20 models, and compare their performances with that of the trained
neural model selector. Table below reports the accuracy of the three statistical methods as well as the
trained neural model selector under various sample sizes.

N = 100 N = 400 N = 900

Top-1 Top-2 Top-1 Top-2 Top-1 Top-2

KS distance 72.5% 83.2% 83.3% 85.0% 84.7% 85.0%
BIC 69.9% 74.6% 74.7% 75.0% 75.0% 75.0%

Bayes factor 75.5% 84.8% 77.8% 83.3% 70.0% 75.0%
Neural selector 92.1% 99.2% 96.4% 99.7% 97.9% 99.7%

FUTURE WORK
• Extend the neural model selector and parameter estimator to models with multiple parameters as well

as regression models involving a large number of explanatory variables;
• Investigate how CNNs or other DNNs can be used to automate other tasks such as hypotheses testing

and diagnostics of the SA process.
• Contact Information: zhan1602@purdue.edu


